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Abstract. We conduct several verification tests of the advection-reaction-diffusion flame capturing model, developed by Khokhlov (1995) for subsonic nuclear burning fronts in supernova simulations. We find that energy conservation is satisfied, but there is systematic error in the computed flame speed due to thermal expansion, which was neglected in the original model. We decouple the model from the full system, determine the necessary corrections for thermal expansion, and then demonstrate that these corrections produce the correct flame speed. The flame capturing model is an alternative to other popular interface tracking techniques, and might be useful for applications beyond astrophysics. (2 October 2005)

1. Introduction

1.1. Modelling a flame as an interface

For simulations of systems involving flames, several strategies for computing the flame are available. If the flame thickness is resolvable on the grid, then detailed kinetics models, high-order discretizations, and adequately posed initial and boundary conditions can be used to probe the structural subtleties of the flame (for astrophysical flames see [2, 30, 1]). At the other extreme are flames much smaller than a computational cell, so they are impossible to resolve numerically; then the most common approach is to model the flame as a discontinuity in the thermodynamic variables.

Representing the flame as discontinuity one faces two major obstacles. First, the model must provide the mechanism for propagating the discontinuity; second, the physics near the interface must be captured correctly. The task of propagating the interface can be solved with a variety of techniques [20, 14]. Among them are front tracking methods, known for better accuracy; level set methods, which easily treat topological changes; and volume-of-fluid methods, which possess an intrinsic conservation property. All these methods assume that the interface moves with a known speed; starting with the current position of the interface they compute the position at a later time. This part of the problem is essentially independent of the physical application.
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The second task, capturing the physics near the discontinuity, is highly specific to the application. For flame modelling it requires satisfying the Rankine-Hugoniot jump conditions for thermodynamic quantities across the flame front and computing the change in composition and the reaction energy released during the flame propagation. Although some simplifications can be made by assuming incompressible fluid on both sides of the interface [19, 18, 9, 13], the fully compressible representation [22, 21] is less common. The most accurate methods rely on interface reconstruction, i.e. determining the precise location of the interface within each cell at each timestep. The location of the interface within the cell is needed to compute the energy release and the change in composition within that cell. Both the interface reconstruction and the ensuing source term and flux computations are geometrically complex and computationally expensive.

1.2. Original ARD model

In 1995 Khokhlov developed a flame model to describe deflagrations in a white dwarf star, as an initial stage of a Type Ia supernova explosion [11]. Today’s state-of-the-art supernova simulations model the whole star (with radius of thousands kilometers) at a grid resolution as small as 1km [16]. The actual thickness of the thermonuclear flame at white dwarf conditions is less than a centimeter, far beyond the limit of resolution. The diffusive processes (mass diffusion, viscosity, or thermal diffusion) are negligible in the astrophysical situation of interest. The simulation is impossible without a flame model.

Astrophysical flames are highly subsonic, and are characterized by a small density decrease across the flame (about 10%) and essentially no jump in pressure (less than 1%) [25]. Yet a constant density (incompressible) approximation is unacceptable – strong gravitational stratification leads to large scale density variations. The equation of state is complicated and highly sensitive to errors in released nuclear energy, so the flame model (as well as the rest of the formulation) must satisfy a strict energy conservation condition. On the other hand, the error in the flame speed is less critical. As demonstrated in [11], when the flowfield becomes turbulent the average (turbulent) flame speed no longer depends on the local flame speed.

Khokhlov’s flame model combines a fully compressible, energy conserving formulation (described in Sec. 3) with the easy treatment of interface topology. The latter follows from an implicit interface representation, avoiding the complications and cost of reconstruction. Similar to the level set method, where the interface is described by a scalar level set variable, the interface in Khokhlov’s method is described by a scalar reaction progress variable. The value of the reaction progress variable is zero in the reactant, one in the product, and monotonically varies inside a “flame region.” The width of the flame region is much larger than the thickness of the physical flame it represents; it is set by the model to be several computational zones thick.

Unlike the level set variable, which in the vicinity of the flame is interpreted as the signed distance to the interface, but far from the interface has no physical meaning, the reaction progress variable is relevant everywhere. It can be associated with the mass fraction of burned material in a cell. In this way, the reaction progress variable is similar to the volume fraction variable in the volume of fluid method. But contrary to the volume fraction variable, the reaction progress variable distributes the interface over several computational cells.

The evolution of the reaction progress variable is described by the advection-
reaction-diffusion (ARD) equation. The reaction progress variable is advected by the
flow, diffuses, and is generated in some simple source term, here called reaction. In
the limit of fast reaction rate and small diffusivity (thin flame limit) the advection-
reaction-diffusion equation is equivalent to the level set equation and describes the
front governed by Huygens's principle [10, 15]. The front's speed of propagation with
respect to the flow field depends on diffusivity and reaction rate. In Khokhlov's model,
however, diffusivity and the reaction rate have very little to do with the physical
properties of the fluid. They are artificial parameters chosen with the sole purpose of
producing a desired flame speed and front thickness.

1.3. Extending the ARD model

In the original ARD model, the choice of model parameters is based on an implicit
assumption. It is assumed that the front described by the ARD equation moves
with a speed independent of density variations across the interface. However, in
a compressible fluid, density variations lead to velocity variations on the scale of
the interface thickness. These velocity variations alter the travelling wave speed of
the interface; consequently, the model fails to recover the proper flame speed. The
assumption did not harm simulations in [11] because the density differences were
small and the errors in the flame speed were masked by the turbulent self-regulating
mechanism, but the model should not rely on such circumstances.

Our solution to this problem is based on a physical interpretation of the ARD
equation. After we introduce the ARD equation in Sec. 2, we analyze the coupling
between the ARD equation and the mass, momentum, and energy equations in Sec. 3.
We find a way to decouple the ARD equation from the rest of the system treating the
density ratio as a parameter; this approach is described in Sec. 4. We can then study
the ARD equation in isolation to find the effect of thermal expansion and consequent
velocity variation on the flame speed, as explained in Sec. 5. Knowing the effects of
thermal expansion, we suggest modifications to the control parameters of the flame
capturing model in Sec. 6. We implement the modified model in the \texttt{FLASH}
code described in Sec. 7. With the modifications, the model recovers the desired flame
speed, as demonstrated through verification tests in Sec. 8. Section 9 gives suggestions
regarding the model's use and implementation and potential avenues for improvement.

2. Properties of the advection-reaction-diffusion equation

The evolution of the reaction progress variable $\phi$ is described by the advection-
reaction-diffusion equation,

$$\phi_t + \mathbf{v} \cdot \nabla \phi = \kappa \nabla^2 \phi + \frac{1}{\tau} R(\phi).$$

(1)

Here, $\kappa$ is the diffusion coefficient, $\tau$ is the reaction time, and $R(\phi)$ is some simple
non-dimensional function of the non-dimensional reaction progress variable $\phi$. The
reaction progress variable is scaled so that $\phi = 0$ and $\phi = 1$ represent pure reactant
and pure product, respectively.

In the absence of advection, the velocity $\mathbf{v} = 0$, and the ARD equation describes
travelling wave solutions. For a given reaction rate, $R(\phi)$, the travelling wave speed
$s_0$ is determined by the reaction time $\tau$, and the diffusion coefficient $\kappa$. In cases when
the dependence $R(\phi)$ is simple enough, the travelling wave speed can be obtained
analytically.
One reaction rate for which the analytical front propagation speed is known is the Kolmogorov-Petrovskii-Piskunov (KPP) reaction rate \( [12, 8] \),

\[ R(\phi) = \frac{1}{4} \phi (1 - \phi). \]  

(2)

When the KPP reaction rate is inserted in the advection-free equation (1), the analytic solution yields a travelling wave speed \( s_0 = \sqrt{\kappa/\tau} \). The KPP reaction rate is often used as a source term in advection-reaction-diffusion models because it makes such models more accessible for rigorous analysis (see reviews \([28, 3]\)).

Another reaction rate we consider is a reaction rate of “ignition” type, where reaction is impossible until the reaction progress variable reaches some critical value, i.e. \( R(\phi) = 0 \) for \( \phi < \phi_0 \). Ignition-type reaction terms are widely used to model combustion processes (see review \([28]\)), in particular, for approximating the behavior of Arrhenius-type chemical reaction rates. The original ARD flame-capturing method \([11]\) was developed with a reaction rate of ignition type, specifically, the top-hat reaction rate:

\[ R(\phi) = \begin{cases} 0, & \phi < \phi_0, \\ R_0, & \phi_0 \leq \phi < 1, \\ 0, & \phi \geq 1, \end{cases} \]  

(3)

where \( R_0 \) is a constant chosen such that the travelling wave speed is \( s_0 = \sqrt{\kappa/\tau} \). (For an arbitrary reaction rate, \( s_0 = \sqrt{\kappa/\tau} \) can always be achieved by multiplying the reaction rate by a constant.) In Appendix 1 we show the analytical solution of equation (1) with the top-hat reaction rate and \( v = 0 \), and derive the expression for \( R_0 \).

Another parameter, which can be constructed from \( \kappa \) and \( \tau \), has the dimension of length. We call it the reaction length scale \( \delta_0 = \sqrt{\kappa \tau} \). This length scale characterizes the interface thickness, the distance over which \( \phi \) changes from zero to one. Although always of the order of \( \delta_0 \), the actual interface thickness depends on the particular reaction rate. For instance, the top-hat reaction region is wider than the KPP reaction region with the same diffusivity and the same reaction time, and consequently, the same \( \delta_0 \). To make comparison between KPP and top-hat reaction rates easier, for each reaction rate we define the interface thickness,

\[ l_{\text{kpp}} \equiv 16\delta_0 \quad \text{and} \quad l_{\text{tophat}} \equiv 4\delta_0. \]  

(4)

Defined this way, the two interface thicknesses match, \( l_{\text{kpp}} \approx l_{\text{tophat}} \).

In the presence of a non-trivial velocity field, \( v \neq 0 \), the reaction front moves with respect to the background flow with some speed \( s \). In the limit of fast reaction and slow diffusion the ARD equation is equivalent to the G-equation \([10]\) propagating the front with the speed \( s_0 \). However, for thicker fronts the relationship between \( s_0 \) and \( s \) depends on the velocity field. If the spatial variation of the velocity field is weak in comparison with \( s_0 \), then \( s = s_0 \). Larger velocity variations redistribute the reaction progress variable and alter the front speed. A great deal of effort has been spent in deducing the relationship between \( s \) and \( s_0 \) for turbulent velocity fields, which we will not review here.

Our goal is to solve the ARD equation as one member of a system of equations, in which the velocity field is computed as part of the solution. In the fully coupled system, the fluid accelerates as it passes through the flame due to thermal expansion. In this case, the flame speed and the flame thickness depend on the density ratio.
In addition to the diffusion coefficient and the reaction time. We will determine the dependencies,

\[ s = s(\kappa, \tau) \quad \text{and} \quad l = l(\kappa, \tau), \]

for a given density ratio in the next section.

Finally, a comment about terminology and notation. When the velocity profile accounts for thermal expansion, we call \( s \) the variable-density flame speed. The spatially-constant velocity field does not account for thermal expansion, so we can refer to \( s_0 \) as the isochoric flame speed. The quantities \( s_0 \) and \( \delta_0 \) are not directly relevant to the variable-density case, but we still use them as reference quantities,

\[ s_0 \equiv \sqrt{\kappa/\tau} \quad \text{and} \quad \delta_0 \equiv \sqrt{\kappa \tau}, \]

based on diffusivity and reaction time.

3. The governing equations

In this section we analyze the coupling proposed in [11] between the ARD equation and the traditional set of Euler equations,

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) &= 0, \\
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \left( \rho \mathbf{v} \mathbf{v} \right) + \nabla P &= 0, \\
\frac{\partial \rho E}{\partial t} + \nabla \cdot \left[ \left( \rho E + P \right) \mathbf{v} \right] &= q \rho \dot{\phi}, \\
\frac{\partial \rho \dot{\phi}}{\partial t} + \nabla \cdot (\rho \dot{\phi} \mathbf{v}) &= \rho \ddot{\phi},
\end{align*}
\]

Here, \( \rho E = \rho e + \frac{\rho \mathbf{v} \cdot \mathbf{v}}{2} \) is the total energy and \( e = e(\rho, P) \) is the specific internal energy, where the functional relationship is specified by the equation of state. The last equation in (7) is equivalent to the ARD equation (1).

Khokhlov adopts the one-step reaction model [27, 17]. The reaction progress variable \( \phi \) simultaneously represents the mass fraction of the burned gas and the fraction of the (nuclear or chemical) reaction energy, \( q \), released into the flow. In so doing, the reconstruction of the interface is avoided: the amount of energy released into the cell is proportional to the increase of \( \phi \) in the cell. The flame propagation and physics-coupling (energetics) are naturally combined into a single step, addressing the energy conservation concerns associated with the interface. Global conservation is addressed by casting (and discretizing) the system (7) in strong conservation law form.

The Khokhlov flame model resides in the \( \dot{\phi} \) expression, which is a balance between diffusion and reactive terms. The model does not attempt to describe molecular processes or distinguish them from subgrid convective motions with a diffusive macroscopic effect, nor does it attempt to represent any detailed reaction mechanism. Instead the model attempts to dynamically balance diffusive and reactive terms such that a desired flame speed and grid-dependent flame thickness are produced.

Yet the Khokhlov flame model is different from global kinetics models. The reaction rate parameters in global kinetics models are calibrated to match an accepted flame speed for a particular condition (usually a particular equivalence
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However, they do have a physical (experimental or theoretical) basis, and they do not vary during the simulation [26, 17]. The diffusive terms used with global kinetics models are also grounded in experimental or theoretical data, and computed independently of the reaction term.

The diffusion coefficient $\kappa$ and the reaction timescale $\tau$ in the ARD equation are not related to the physical diffusion or reaction, but chosen solely to produce a desired flame speed and a specified flame width. By artificially thickening the flame the Khokhlov model is similar to thickened flame models [4, 17], but Khokhlov’s model specifies the width in terms of the computational cell size, rather than a multiple of the true physical flame thickness.

In the original paper [11] the parameters $\kappa$ and $\tau$ are estimated by assuming the flame is isochoric. In the equation set representing fully compressible flow this assumption leads to erroneous flame speeds, as we will show in Sec. 8. Our goal is to improve the original ARD model by accounting for the flame speed dependence on thermal expansion. We want to provide the model with parameters $\kappa$ and $\tau$ which produce the requested flame speed and flame thickness, even when the flame is not isochoric. In other words, for a given density ratio across the flame we need to know the dependencies,

$$\kappa = \kappa(s, l) \quad \text{and} \quad \tau = \tau(s, l).$$

To find these dependencies we take advantage of the weak coupling between the ARD equation and the set of conservation equations in (7). The ARD equation is affected by the rest of the system only through the velocity field. If we derive the expression for the velocity profile across the fully coupled flame as a function of the reaction progress variable, we can decouple the ARD equation from flow physics. Then, the ARD equation with $v(\phi)$ can be studied in isolation, to obtain the new flame speed and the flame thickness (5) as functions of $\kappa$ and $\tau$. These functions can be expressed in form (8) and used in (7) for flame modelling.

4. Decoupling the advection-reaction-diffusion equation from the flow physics

We consider a one-dimensional laminar flame with no external force applied to the fluid. We assume the system (7) has reached a stable travelling wave solution propagating with the speed $s$. Then, in the reference frame of the travelling wave, the mass, momentum, and energy conservation equations have a simple algebraic form:

$$\rho v = \text{const},$$
$$\rho v^2 + P = \text{const},$$
$$v \left( \rho (e - q\phi) + P + \frac{\rho v^2}{2} \right) = \text{const}. \quad (9)$$

Equations (9) are generalized Rankine-Hugoniot conditions for a partially burned fluid [17]; equating states for $\phi = 0$ and $\phi = 1$, we obtain the usual Rankine-Hugoniot jump conditions for pressure, density, and normal velocity across the interface.

Equations (9) and the equation of state implicitly parameterize the local state ($\rho, P, v$) as a function of the unburned state ($\rho_u, P_u, v_u$) and the reaction progress variable:

$$\rho = \frac{\rho_u}{\tilde{\alpha}(\phi)}.$$
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\[ v = v_u - s (\hat{\alpha}(\phi) - 1), \]
\[ P = P_u - \rho_u s^2 (\hat{\alpha}(\phi) - 1). \]

Here \( \hat{\alpha}(\phi) \) is the ratio of the (partially burned) fluid density to the unburned fluid density and is a function of the reaction progress variable only.

The functional relationship \( \hat{\alpha}(\phi) \) depends on the equation of state. For instance, for the gamma-law equation of state, \( e = \frac{1}{\gamma - 1} \frac{P}{\rho} \), and one can derive

\[ \hat{\alpha}(\phi) = 1 + \frac{1}{\epsilon_1} \left( 1 - \sqrt{1 - 2\epsilon_1 \epsilon_2 \phi} \right), \]
\[ \text{with} \quad \epsilon_1 = (\gamma + 1) \frac{s^2}{c_u^2 - s^2}, \quad \epsilon_2 = (\gamma - 1) \frac{q}{c_u^2 - s^2}, \]

where \( c_u = \sqrt{\gamma P_u/\rho_u} \) is the speed of sound in the unburned fluid.

For a highly subsonic flame, \( s \ll c_u \) and consequently \( \epsilon_1 \ll 1 \). Then (11) is linear in \( \phi \), \( \hat{\alpha}(\phi) = 1 + \epsilon_2 \phi \), and the velocity profile is linear:

\[ v(\phi) = v_u + \phi \Delta v_f, \]

where \( \Delta v_f = -(\alpha - 1)s \) is the velocity change across the flame, and \( \alpha \) is the density ratio of unburned and burned fluids, \( \alpha = \rho_u/\rho_b = \hat{\alpha}(1) \approx 1 + \epsilon_2 \). The term \( \Delta v_f \) is a direct consequence of thermal expansion. Expression (12) assumes a one-dimensional flame propagating to the right, but can be generalized to the multi-dimensional case, \( v(\phi) = v_u + n \phi \Delta v_f \), where \( n \) is the unit normal to the front pointing in the direction of flame propagation. Note that no assumptions have been made on \( \epsilon_2 \), i.e. the parameter \( \epsilon_2 \approx \frac{2-\gamma}{2} \frac{\rho_u}{P_u} \) need not be small.

For a general equation of state, an analytic expression for \( \hat{\alpha}(\phi) \) might not be available, but simplifications might still be possible. In the zero Mach-number limit, kinetic energy can be neglected in (9). This implies the pressure is constant across the flame, and the energy equation reduces to a purely thermodynamic relation. Thus, the state at any stage of reaction (at any \( \phi \)) can be found from any known state by solving

\[ e(\rho, P) + \frac{P}{\rho} - q \phi = \text{const}, \]
\[ P = \text{const}. \]

Equations (13) provide an approximation for the local expansion coefficient \( \hat{\alpha}(\phi) \), and from \( \hat{\alpha}(\phi) \) and mass conservation (10), the local velocity, \( v(\phi) \). The ability to estimate the burned and unburned states from a local state is also useful, e.g. if the flame speed, as an input to (8), depends on conditions on both sides of the interface.

The main result of this section is equation (12). By analyzing the flame profile for the full system, we have determined the effect of thermal expansion on the velocity, i.e. \( v(\phi) \). Knowing \( v(\phi) \), we can analyze thermal expansion and its effect on the flame speed considering only the ARD equation — a much simpler task than analyzing the full system.

While we have used this technique for accessing the role of thermal expansion, the approach could be used for other complex phenomena. The key idea is to express some aspect of the complex behavior in the full system through the dependence of the velocity on the field variable in the ARD equation. The nonlinear velocity captures the coupling of the full system to the ARD equation. While the ARD equation has been studied with prescribed velocity fields representative of, e.g. turbulent velocity fluctuations, we are not aware of the use of the velocity to represent thermodynamic phenomena, or the specification of the velocity as a function of the field variable.
5. Numerical solution of isolated ARD equation with $\phi$-dependent velocity

Now that we have derived an expression (12) for $v(\phi)$ we return to the solution of equation (1) with an advection velocity which accounts for thermal expansion.

For some simple reaction rates the variable-density flame speed can be found analytically. The KPP reaction rate (2) has a single stable point, $\phi = 1$, and metastable point, $\phi = 0$, and is characterized by the condition that the function $R(\phi)$ is positive and convex on the interval $0 < \phi < 1$. In Appendix 2 we show that if the velocity is as in (12), there is only one way to connect metastable and stable points on the phase diagram $(\phi, \dot{\phi})$. The solution corresponds to the flame speed $s = s_0$ for any $\Delta v_f < 0$.

Unfortunately, the analytical approach above does not extend to reaction rates with multiple stable and unstable points, and thus cannot be used for reaction rates of “ignition” type, such as the top-hat reaction rate (3). In this section we solve the ARD equation (1) numerically, using the $\phi$-dependent advection velocity (12). This exercise has two purposes.

First, we want to verify the independence of the flame speed on the jump $\Delta v_f$ for the KPP reaction rate, and to measure the effect of the jump for the top-hat reaction rate. Doing so, we will consider well-resolved numerical solutions of equation (1).

Second, we want to study the effect of spatial resolution. In the flame-capturing model, the ARD equation is used at low spatial resolutions to mimic the discontinuity. Keeping the front thin reduces the effect of background velocity and thermodynamic variations, which are unavoidable in the full system and which might modify the internal flame structure. At the same time, we will keep the time step significantly smaller than both diffusive and advection CFL limits, assuming that in a compressible flow simulation the time step is set by the CFL condition based on the speed of sound. The small time step ensures that numerical errors due to temporal discretization are dominated by spatial discretization errors.

We discretize equation (1) using fourth-order central differences in space and the explicit Euler method in time. The fluid velocity profile is specified by (12). The KPP reaction rate is given in (2) and the top-hat rate in (3). We express resolution in terms of computational cells across the reacting region, $b = l/\Delta x$, where $l$ is the width of the isochoric flame (4). The time step is typically $\Delta t = 10^{-3}\tau$, which is at least two orders of magnitude smaller than the diffusive and advection CFL limits. We repeated a number of cases with different time step sizes and using the 3rd-order Adams-Bashforth time advancement algorithm and obtained essentially the same results.

To find the effect of thermal expansion, we first conduct simulations for an isochoric fluid, $\Delta v_f = 0$, then for an expanding fluid with $\Delta v_f = -s_0$. To test the influence of the simulation reference frame, we consider three velocities in the unburned gas: $v_u = -s_0$, $v_u = 0$, and $v_u = +s_0$. If the flame speed were not affected by thermal expansion, then $\Delta v_f = -s_0$ would correspond to a density ratio of $\alpha = 2$, and the background velocity $v_u = -s_0$ would place the expansion-independent flame stationary in the observer’s frame of reference. The second value, $v_u = 0$, corresponds to the reference frame with stationary reactant, and finally, $v_u = s_0$, corresponds to the frame with stationary product. Of course, if the flame speed is influenced by thermal expansion, then the flame, reactant, and product will not remain stationary in the respective reference frames.
The flame speed, $s$, measured for the isochoric and variable-density cases, is shown in Fig. 1. As resolution increases, the flame speed for the KPP reaction rate converges to $s = s_0$ for both cases. This confirms the flame speed is independent of the expansion parameter $\Delta v_f$, for the KPP rate. For the top-hat reaction rate, the flame speed converges to $s = s_0$ in the isochoric case. However, the variable-density flame speed converges to $s = 0.72s_0$, independent of the reference frame. Next we quantify the difference between the isochoric and variable-density flame speeds as a function of the expansion parameter.

We have measured flame speeds for several different different values of $\Delta v_f$ at high resolution. The results for both top-hat and KPP reaction rates are shown in
Fig. 2. As expected, the flame speed for the KPP rate does not depend on $\Delta v_f$. For the top-hat reaction rate and small jump $\Delta v_f$, the flame speed can be approximated by a linear function. The expressions,

\begin{align*}
\text{KPP:} & \quad s = s_0, \\
\text{top-hat:} & \quad s \approx s_0 + 0.3 \Delta v_f,
\end{align*}

summarize our analytical and numerical study of the isolated ARD equation for velocity profiles which account for thermal expansion.

Advection against the flame ($v_a = -s_0$) at low resolutions is challenging for the numerical scheme for both KPP and top-hat reaction rates, but especially for KPP. We observe that oscillations precede the front and begin to burn, increasing the effective flame speed. It can be shown that without the reaction term, discretizing the advection term with central differences implies a limit on the cell Reynolds number $|v|\Delta x/\kappa < 1/2$, the violation of which results in an oscillatory solution [24]. The derivation in [24] is for the advection-diffusion equation, discretized with second-order central differences, and the value $(1/2)$ of the limit is specific to that discretization. Nevertheless, we noticed a strong correlation between resolution and velocity and the appearance of oscillations in the flame front, with corresponding errors in the flame speed.

For the ARD equation, the above cell Reynolds number constraint for the advection-diffusion equation can be expressed in terms of the number of grid points per interface. Note that we use fourth-order differences, so these are just estimates. We obtain $b \geq 8|v|/s_0$ for the KPP reaction rate, and $b \geq 2|v|/s_0$ for the top-hat reaction rate. The coefficient in front of $|v|/s_0$ depends on reaction rate because of our definition of the flame front resolution, $b$. Recall that to match the flame thicknesses for the different rates we specified (4), so that at the same resolution, the diffusion coefficient for the KPP flame is one-fourth that for the top-hat flame.

One way to avoid the restriction on the cell Reynolds number is to use an upwind discretization of the scheme advection terms. In later sections we will show results obtained with such a scheme, PPM, and we will see that it delivers much better results for the under-resolved cases.

6. Input parameters for flame capturing model

Analyzing the isolated ARD equation in the previous section, we treated the flame speed as an output of the problem. We wanted to know how $s$ depends on the model parameters: diffusion coefficient $\kappa$, reaction timescale $\tau$ and the velocity jump $\Delta v_f$. To use the ARD equation as a flame-capturing model, we want to solve the inverse problem. We want to specify $s$ as an input and compute the corresponding model parameters; if the model behaves correctly, then the observed flame speed $\bar{s}$ in our simulations will be the same as the input flame speed $s$.

The parameters for the flame capturing model can be calibrated using (14), which expresses the dependence of $s$ on $\Delta v_f$. Recall that in the full system, the velocity jump is due to thermal expansion and is directly related to the density ratio. Substituting $\Delta v_f = -(\alpha - 1)s$ in (14) and solving for the flame speed, we obtain $s = s_0/a$, where

\begin{align*}
\text{KPP:} & \quad a = 1, \\
\text{top-hat:} & \quad a = a(\alpha) \approx 1 + 0.3(\alpha - 1).
\end{align*}
Thus, we express the flame speed in terms of density ratio $\alpha$, a more accessible quantity than the velocity jump across the interface. Next, using the definitions (6) we obtain the diffusion coefficient and the reaction time,

$$\kappa = as\delta_0, \quad \tau = \delta_0/(as).$$

The length scale $\delta_0$ is related to the isochoric flame thickness as in (4). The variable-density flame thickness is usually larger than the isochoric flame thickness. (We could calibrate the parameters to match the flame thickness, as well as the speed, but have not done so.)

This section concludes our modifications to the ARD flame capturing model. In comparison to the original ARD model, we have added a calibration factor to the mapping of $s$ and $\delta_0$ to $\kappa$ and $\tau$. This factor accounts for the effect thermal expansion on the flame speed. We have empirically determined the dependence of $s$ on the density change across the flame for the top-hat rate (Fig. 2,) and the corresponding calibration factor, valid for small density jumps. We have also analytically and numerically demonstrated that for the KPP reaction rate, the calibration is not needed because the flame speed is insensitive to thermal expansion.

In Section 8 we will demonstrate that with our calibration, the flame-capturing model with the top-hat rate is effective.

7. Integration of the model into the FLASH code

The results above were obtained with a “prototype” code, which solves the isolated ARD equation for a prescribed velocity field. To verify the coupling with the compressible flow equations, we implemented the ARD flame capturing model in the FLASH code [7, 5], a multidimensional, multiphysics, block-structured AMR code primarily intended for astrophysical applications.

The FLASH code solves the system (7) using timestep splitting. The piecewise parabolic method (PPM) advances the solution in time accounting for the convective terms [6], and directional splitting is used whenever multiple spatial dimensions are considered [23]. Then a second step is taken for the diffusion and reaction terms; these operators are treated in an unsplit (in time) fashion and advanced using the first-order explicit Euler method. Second-order central differences are used for the diffusion term.

The ARD flame capturing model was implemented and tested in 1-, 2-, and 3-D Cartesian, 2-D cylindrical, and 3-D spherical coordinates. The FLASH code is a structured AMR code, but the flame-capturing model was implemented assuming the ARD flame is always discretized at the finest refinement level. In the tests we performed, derefining the grid outside of the flame region did not directly affect the performance of the flame-capturing model.

Several equation of state (EOS) models are implemented in FLASH. Here we show the results obtained using the gamma-law EOS; we have performed similar tests with the Helmholtz EOS (commonly used for degenerate stellar interiors) and did not find any unexpected differences.

8. Verification of the model

This section contains a set of one-dimensional tests of the ARD flame capturing model in Cartesian coordinates. The goal is to verify that the flame model still performs its function, i.e. propagates the flame at the desired speed, when coupled to the Euler
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Figure 3. Dependence of the travelling wave speed on resolution for top-hat (left) and KPP (right) reaction rates and different advection velocities $v_u = -s_0$ (squares), $v_u = 0$ (circles) and $v_u = s_0$ (triangles). Solid lines correspond to isochoric case ($\alpha = 1$) and dashed lines correspond to variable-density case ($\alpha = 2$). The results were obtained without adjustment for compressibility effects ($\alpha = 1.0$).

Figure 4. Travelling wave speed for top-hate reaction rate shown in Fig. 3, computed with adjustment for compressibility effects ($\alpha = 1.3$).

equations. The physical conditions are chosen to match the simulations discussed in Sec. (5), in which the ARD equation (1) was solved in isolation.

Given the unburned state and the flame speed, we can control the density ratio $\alpha$ by choosing the heat release $q$. If $q = 0$, then $\alpha = 1$, and the ARD equation is decoupled from the Euler equations in (7). In this case, the only difference between system (1) and system (7) is the difference in the numerical method, i.e. between central differences and PPM advection schemes.

Choosing the heat release so that $\alpha = 2$ is equivalent to setting $\Delta v_f = -s_0$ in (12). Recall that when $q \neq 0$, (12) is an approximation which relies on several physical
Figure 5. Density, temperature, pressure, and fluid velocity profiles across the ARD flame front, computed using top-hat (left) and KPP (right) reaction rates. The expected position of the front and theoretical values of the pre- and post-flame quantities are marked with dotted lines. The results were obtained for resolution $b = 4$ and without adjustment for compressibility or resolution effects ($a = 1.0$).

assumptions, and the correspondence between solutions of (1) and (7) depends on how well those assumptions are satisfied, as well as the difference between numerical methods.

Figure 3 plots the measured speed $\hat{s}$ of the coupled ARD flame (solution of (7)) in the same way as Fig. 1 does for the isolated ARD equation (1). As before, we want to determine the influence of the resolution, the advection velocity, and different reaction rates. For the top-hat reaction rate the results for isolated and coupled ARD equations agree. For the KPP-type reaction, the results agree except at low resolution for negative advection velocity (flame propagation against the flow.) In this regime PPM has an advantage over central differences; oscillations generated at the flame due to low resolution are damped by PPM’s numerical viscosity.

As for the isolated ARD flame, the flame speed is underpredicted for the coupled
ARD flame when the top-hat reaction rate is combined with thermal expansion (Fig. 3). Setting the adjustment coefficient to $a = 1.3$, according to equation (15), improves the computed flame speed as expected (Fig. 4).

The profiles of the thermodynamic quantities and fluid velocity across the flame front are shown for simulations without and with the adjustment for thermal expansion in Fig. 5 and Fig. 6, respectively. Note that in Fig. 6 we also include a small adjustment for both reaction rates to compensate for inaccuracies due to low resolution. This adjustment is treated in the same way as thermal expansion. The jumps in density and temperature are well represented by the flame model, whether or not the adjustments are included, indicating that even if the flame speed is predicted poorly, the correct amount of energy (due to reaction) is deposited across the interface.

There are several points to make about the velocity profiles. The location and magnitude of the velocity jump across the flame are both dependent on the computed flame speed; for the dependence of the magnitude, see the equation for $v$ in (10), evaluated at $\phi = 1$. In Fig. 5, the velocity jump is smaller than expected because...
the flame speed is underpredicted. When the adjusted speed is used, Fig. 6 shows the correct velocity jump is recovered. When the top-hat reaction rate is used, the velocity profile is much less smooth compared to the KPP rate. The “noise” is actually acoustic in nature, and is ultimately due to the discontinuous form of the top-hat rate. Close examination of consecutive time steps reveals that as the reaction progress variable in an unburned computational cell increases above $\phi_0$, the instantaneous change in the thermodynamic state initiates an acoustic pulse which propagates both upstream and downstream of the flame front. The strength of the pulse decreases with increasing resolution because the total energy release is spread over more cells, and the relative energy release for a cell just beginning to burn is smaller. Without smoothing the discontinuities in the top-hat rate, these pulses are unavoidable. The small, localized, post-shock oscillations in density and temperature are also due to the discontinuities in the top-hat rate.

For the KPP rate, the slight bump in the pressure through the flame is due to slight errors in the flame structure. The pressure is computed from the density and energy, and it is actually a slight error in the density profile, imperceptible on the scale of the density jump across the flame, which results in the bump in the pressure. The key points to make about these errors in the KPP flame structure are that they are small, self-consistent, highly localized to the interface itself, and benign — the global solution remains unaffected and unpolluted.

9. Concluding remarks

In this article we analyzed the ARD flame-capturing model proposed by Khokhlov [11]. This model extends the nonreactive flow equations by solving an additional field equation for the reaction progress variable. Flame fronts are represented by the rapid spatial change in the progress variable. The desired propagation speed and flame thickness are inputs to the model. Based on several assumptions, the numerical reaction time scale and diffusion coefficient are computed dynamically; when used in the ARD equation, these parameters nominally produce the desired flame speed and thickness.

The ARD flame capturing method is easy to implement. It is inexpensive (in memory and computational time) and reasonably robust. By design, it conserves energy and satisfies the Rankine-Hugoniot conditions across the flame. The input flame speed is a free parameter, and can be chosen dynamically based on, e.g. flow conditions, ignition or quenching conditions, thermodynamic state, simulation time, etc.

One drawback of the model is low accuracy at off-design conditions. Our measure of accuracy is how well the observed flame speed compares to the input flame speed. (As mentioned earlier, our analysis could be repeated for the flame thickness.) We showed that unless thermal expansion across the flame is negligible, systematic error is apparent in the observed flame speed when the top-hat reaction rate is used. We then developed a correction to account for thermal expansion and demonstrated its effectiveness. We also showed that for a class of reaction rates including the KPP reaction rate, no corrections for thermal expansion are necessary.

The deeper implication of our analysis is that any fluid motion which distorts the flame front potentially taints the observed flame speed. In a true flame, the flame speed is affected by any fluid motion that influences the balance between diffusion and reaction. In the ARD model, such motions are violations of the assumptions...
under which the numerical diffusion coefficient and reaction time scale are computed — off-design conditions. The original ARD model computed the diffusion coefficient and reaction time scale assuming an incompressible, laminar, planar, shear-free flame. To the extent that these assumptions are satisfied, one can expect good results from the model. Our correction for thermal expansion on the flame profile relaxes the incompressibility assumption, as long as the other assumptions are met. Neither does our correction address, e.g. turbulent fluctuations (velocity fluctuations on the scale of the model flame thickness,) tangential velocity differences, or flame stretching.

Despite this drawback, we believe the ARD model has a place in the flame modelling arsenal. For those considering it, we offer the following comments:

- The ARD model is simple, and users should not expect it to outperform well-developed, more sophisticated models over a wide range of conditions. Instead, consider the ARD model as a way to reduce computational costs when the advantages of otherwise acceptable, more sophisticated models are not essential features of your simulations.

- Depending on the application, some properties of the ARD model may be more important than others. If matching the input flame thickness is a higher priority than matching the flame speed, one could repeat our approach with that as the focus. Front thickening due to thermal expansion can be reduced by calibrating the input parameters.

- Representing the flame as a diffuse interface has several consequences. The model flame is more intrusive in that it takes up a larger fraction of the domain. The diffuse representation can also make the flame more sensitive to local fluid motions and flowfield variations than a discontinuous representation. As described above, this sensitivity can ultimately lead to lower accuracy. The flame model does not account for scales less than the flame thickness, which is several times larger than the grid scale.

- Because of the drawbacks of the diffuse representation of the flame, users of the ARD model will try to choose the minimum number of grid points to resolve the flame (i.e. small $b$.) Consequently the interplay between the model and the truncation error of the discretized advection and diffusion operators will always be an issue. It is very difficult to achieve a highly accurate flame speed over a broad range of conditions and at low resolutions, and particular attention is needed to ensure that errors in the observed flame speed are within acceptable limits.

- While the input flame speed is arbitrary, some care should be taken when specifying a dynamically determined value. The input flame speed is usually expressed as a function of the unburned state. In a given cell, though, the available information is the current state, which may be anywhere between unburned and burned. One strategy is to derive an analytic relationship which parameterizes the thermodynamic state as a function of reaction progress variable; then the unburned ($\phi = 0$) state can be determined from the current value of $\phi$. However, such analytical relationships depend on the form of the equation of state, and might not have closed-form solutions.

- One could investigate other reaction rates, $R(\phi)$. We considered only the KPP and top-hat rates, and found each had strengths and weaknesses. It would be nice to find a reaction rate which provides smooth profiles and the desired
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(input) travelling wave speed independent of thermal expansion, like KPP, but a (relatively) thin interface and insensitivity to noise near $\phi = 0$, like top-hat. The steep but smooth functions are preferable since they produce profiles which are less likely to be distorted by flow, and yet do not generate acoustic waves at the cell borders. Of course, the reaction rate form can be chosen to retain some properties of physical system it represents, but such properties might be lost in the simplicity of the ARD model.

• The ARD model may be implemented in an operator split or unsplit fashion; the choice will generally follow the approach of the code it is added to. In the prototype code, we observe that split and unsplit implementations can give different results when the time step is comparable to the Courant limit based on the flow velocity. As the time step is decreased, the two implementations converge to the same value. In our tests, the trend is that if the split and unsplit results agree, they are both well-resolved in time. No positive statement can be made if the results depend on the splitting, and spatial resolution is, of course, an independent issue.

When the ARD model is implemented in a compressible flow code, there are suggestions that a particular split implementation delivers superior flame speed results compared to other split and unsplit versions. We view this as a fortuitous combination of truncation errors.

Finally, we feel a significant contribution of our work is our technique for decoupling the ARD equation from the fully coupled system. After analyzing the full system of conservation equations with thermodynamics, we developed a model for including thermal expansion effects in the isolated ARD equation; namely, we considered the dependence of the advection velocity on the reaction progress variable, $v(\phi)$. This reduced the complexity of the full system to a tractable problem, more amenable to analytical approaches. Many others work with the isolated ARD equation [28, 3], but we are not aware of studies with $v(\phi)$ term. We hope this technique will bridge a gap between theorists and mathematicians and their rigor, on the one hand, and applied scientists and engineers, and their more realistic systems on the other.
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Appendix A: Analytical solution for isochoric fluid with top-hat reaction rate.

Let us consider the advection-reaction-diffusion equation (1), with top-hat reaction rate (3), for an isochoric fluid, e.g. with $v(\phi) = v_u = const$. In the reference frame of the travelling wave ($v_u = -s_0$) equation (1) becomes,

$$s_0\phi_x = \kappa\phi_{xx} + \tau^{-1}R(\phi).$$

If the flame is moving to the left, the solution $\phi(x)$ is increasing with boundary conditions $\phi(-\infty) = 0, \phi(\infty) = 1.$
Suppose the reaction rate is non-zero on the interval $0 < x < x_1$. The solution, matching boundary conditions at $x = \pm \infty$ and continuous at $x = 0$ and $x = x_1$, is

\[
\phi = \phi_0 e^{\frac{x}{\delta_0}}, \quad x < 0,
\]

\[
\phi = \left(1 - \phi_0 - R_0 \frac{x_1}{\delta_0}\right) \frac{e^{\frac{x}{\delta_0}} - 1}{e^{\frac{x_1}{\delta_0}} - 1} + \phi_0 + R_0 \frac{x}{\delta_0}, \quad 0 < x < x_1,
\]

\[
\phi = 1, \quad x > x_1,
\]

where $\delta_0 = \tau s_0 = \kappa / s_0$.

The additional requirement of a continuous first derivative, $\phi'(x)$, determines the width of the reacting region, $x_1 = \delta_0 / R_0$. It also determines the maximum reaction rate, $R_0$, which must be the root of the equation $(\phi_0 - R_0) e^{1/R_0} + R_0 = 0$. Taking these restrictions into account, we can rewrite the solution above,

\[
\phi = \phi_0 e^{\frac{x}{\delta_0}}, \quad x < 0,
\]

\[
\phi = (\phi_0 - R_0) e^{\frac{x}{\delta_0}} + R_0 \left(1 + \frac{x}{\delta_0}\right), \quad 0 < x < x_1,
\]

\[
\phi = 1, \quad x > x_1.
\]

Note that the parameter $R_0$, which specifies the reaction rate for top-hat reaction, is a function of $\phi_0$ only. In the flame capturing model we use the top-hat reaction rate (3) with $\phi_0 = 0.3$ and corresponding $R_0 \approx 0.3128$.

**Appendix B: Flame speed for expanding fluid with KPP reaction rate.**

We show in this appendix that the ARD equation with KPP reaction rate admits travelling wave solutions moving with all speeds $s \geq s_0 = 1$. The physically observed solutions correspond to the minimal speed $s_0 = 1$.

We start with the ARD equation expressed in the units of $\delta_0$ and $\tau$, in the reference frame of the unburned fluid,

\[
\phi_t - \beta \phi \phi_x = \phi_{xx} + \frac{1}{4} f(\phi). \tag{B.1}
\]

Here $\beta = (\alpha - 1)s / s_0 \geq 0$, and reaction term $f(\phi) \in C^1([0, 1])$ is a KPP type nonlinearity, such as $f(\phi) = \phi(1 - \phi)$. That is, we assume that $f(0) = f(1) = 0$, $f(\phi) > 0$ for $0 < \phi < 1$, $f'(0) = 1$ and

\[
f'(0) = \max_{0 \leq \phi \leq 1} \frac{f(\phi)}{\phi}. \tag{B.2}
\]

In particular, this implies that $f(\phi) \leq \phi$ for $\phi > 0$.

The boundary conditions are

\[
\phi(-\infty) = 1, \quad \phi(+\infty) = 0.
\]

We look for travelling wave solutions of the type $\phi(t, x) = U(x - st)$, so that $U(x)$ satisfies an ODE

\[
-sU' - \beta UU'' = U'' + \frac{1}{4} f(U), \quad U(-\infty) = 1, \quad U(+\infty) = 0. \tag{B.3}
\]

We introduce $V = -U'$ so that (B.3) becomes

\[
\frac{dU}{dx} = -V \tag{B.4}
\]

\[
\frac{dV}{dx} = -\beta (U + s) V + \frac{1}{4} f(U).
\]
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This system has two equilibria: \((U, V) = (0, 0)\) and \((U, V) = (1, 0)\). A travelling wave corresponds to a heteroclinic orbit of (B.4) that goes from the second equilibrium \((1, 0)\) to the first, \((0, 0)\). The linearization around \((0, 0)\) gives

\[
\frac{d}{dx} \begin{pmatrix} U \\ V \end{pmatrix} = A_0 \begin{pmatrix} U \\ V \end{pmatrix}, \quad A_0 = \begin{pmatrix} 0 & -1 \\ \frac{1}{4} f'(0) & -s \end{pmatrix}.
\]

The eigenvalues of \(A_0\) satisfy

\[
\lambda^2 + s \lambda + \frac{1}{4} f'(0) = 0
\]

and are both real and negative if \(c^2 \geq f'(0) = 1\). Therefore, for a positive travelling wave \(U(x - st)\) to exist, we need \(s \geq 1\) so that \((0, 0)\) is a stable point. The linearization around \((1, 0)\) gives

\[
\frac{d}{dx} \begin{pmatrix} \tilde{U} \\ \tilde{V} \end{pmatrix} = A_1 \begin{pmatrix} \tilde{U} \\ \tilde{V} \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & -1 \\ \frac{1}{4} f'(1) & -(s + \beta) \end{pmatrix}.
\]

The eigenvalues of \(A_1\) satisfy

\[
\lambda^2 + (s + \beta) \lambda + \frac{1}{4} f'(1) = 0
\]

so that they have a different sign: \(\lambda_1 > 0\), \(\lambda_2 < 0\), as \(f'(1) < 0\), and \((1, 0)\) is a saddle. Note that the unstable direction \((1, -\lambda_1)\) corresponding to \(\lambda_1 > 0\) lies in the second and fourth quadrants.

Let us look at the the triangle \(D\) formed by the lines \(l_1 = \{V = \gamma_1 U\}\), \(l_2 = \{V = \gamma_2 (1 - U)\}\) and the interval \(l_3 = \{[0, 1]\}\) on the \(U\)-axis. We check that when \(s \geq 1\), and with an appropriate choice of \(\gamma_1\) and \(\gamma_2 \geq |\lambda_1|\) all trajectories of (B.4) point into \(D\) on the boundary \(\partial D\) if \(\beta \geq 0\) and \(s \geq 1\). That means that the unstable manifold of \((1, 0)\) has to end at \((0, 0)\) since it may not cross the boundary of the triangle: it enters the triangle at \((0, 1)\) because \(\gamma_2 > |\lambda_1|\). That is, \(U\) and \(V\) stay positive along a heteroclinic orbit that starts at \((1, 0)\) and ends at \((0, 0)\) – this is a monotonic positive travelling wave we are looking for. In particular, that will show that the minimal speed is \(s_* = 1\) for all \(\beta \geq 0\).

Along \(l_3\) we have

\[
\frac{dU}{dx} = 0, \quad \frac{dV}{dx} = \frac{1}{4} f(U) > 0
\]

so that trajectories point upward, that is, into \(D\). Furthermore, along \(l_1\) we have \(\frac{dU}{dx} = -V < 0\) and

\[
\frac{dV}{dU} = s + \beta U - \frac{f(U)}{4V} = s + \beta U - \frac{f(U)}{4\gamma_1 U}.
\]

That means that the trajectory points into \(D\) if the slope \(\frac{dV}{dU} \geq \gamma_1\) along \(l_1\). This is true if

\[
s + \beta U \geq \frac{f(U)}{4\gamma_1 U} + \gamma_1 \tag{B.5}
\]

for all \(U \in [0, 1]\). Recall that \(f(U) \leq U\), and thus (B.5) holds provided that

\[
s \geq \frac{1}{4\gamma_1} + \gamma_1. \tag{B.6}
\]

This is true for \(s \geq 1\) and \(\gamma_1 = 1/2\).
Let us check that with this choice of \( s \) and \( \gamma_1 \) all trajectories point into \( D \) also along \( l_2 \). Indeed we have along \( l_2 \):

\[
\frac{dV}{dU} = -V < 0 \quad \text{and} \quad \frac{dU}{dx} = s + \beta U - \frac{f(U)}{4V} = s + \beta U - \frac{f(U)}{4\gamma_2(1-U)}.
\]

That means that the trajectory points into \( D \) if the slope \( \frac{dV}{dU} \geq -\gamma_2 \) along \( l_1 \). This is the case if

\[
s + \beta U - \frac{f(U)}{4\gamma_2(1-U)} \geq -\gamma_2
\]

for all \( U \in [0,1] \), or, equivalently,

\[
s \gamma_2 + \gamma_2^2 + \gamma_2 \beta U \geq \frac{f(U)}{4(1-U)}.
\]

This is true for instance if \( s \geq 1 \), and \( \gamma_2 \geq m_0 \), where \( m_0 = \inf_{0 \leq U \leq 1} \frac{f(U)}{4(1-U)} \). In particular, we may choose \( \gamma_2 \geq |\lambda_1| \). Therefore, a travelling front exists provided that \( s \geq 1 \) and \( \beta \geq 0 \). However, we have also shown that no travelling front exists for \( s < 1 \). Thus we have proved that the travelling front solution of (B.3) exists for all \( s \geq 1 \).

As in the case \( \beta = 0 \), the observed travelling wave speed corresponds to the smallest possible \( s \), that is, \( s = 1 \), or, in physical units, to \( s = s_0 \). This result does not depend on the choice of \( \beta > 0 \), and consequently on the density ratio \( \alpha \) between the burned and unburned fluid.
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